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Abstract

We develop a new method to estimate the area, and more gener-
ally the intrinsic volumes, of a compact subset X of Rd from a set Y
that is close in the Hausdorff distance. This estimator enjoys a lin-
ear rate of convergence as a function of the Hausdorff distance under
mild regularity conditions on X. Our approach combines tools from
both geometric measure theory and persistent homology, extending
the noise filtering properties of persistent homology from the realm of
topology to geometry. Along the way, we obtain a stability result for
intrinsic volumes.
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1 Introduction

Geometric inference deals with the retrieval of geometric characteristics of an un-
known shape X from a finite sample of X. Among such geometric characteristics,
the intrinsic volumes V0(X), . . . , Vd(X) of a subset X of a Euclidean space Rd are
of particular importance. Indeed, these quantities enjoy general properties such as
additivity, isometry invariance and positive homogeneity, making them relevant in
various fields such as integral geometry, where intrinsic volumes are known as quer-
massintegrals, or in differential geometry where they are called Lipschitz-Killing
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curvatures. Notably, the codimension 1 intrinsic volume Vd−1(X) is a multiple of
the boundary area of X, whose estimation is an important question in geometric
inference. It is of practical relevance in a large swath of scientific and industrial
domains. For example, biologists seek to measure the area of tissues such as lungs
[27], bones [28], blood vessels [20] or brains [38]. Applications in other fields such
as chemistry, geology, engineering are so numerous that they are difficult to sum-
marize. From a mathematical perspective, we want to understand under which
conditions and at which rate we are able to retrieve the intrinsic volumes of X from
an approximating set Y . In order to achieve this, we introduce a novel method
to estimate the intrinsic volumes of X using techniques from persistent homology
and geometric measure theory. This allows to weaken the regularity conditions
required in the current literature. Furthermore, we obtain rates of convergence
with respect to the Hausdorff distance dH(X,Y ), allowing X to be approximated
by point clouds or voxels.

Intrinsic volumes were first defined for convex subsets of Rd [39, 6] and
sets whose boundary is a smooth submanifold of Rd [40]. In either case, while
Vd(X) = Hd(X) coincides with the volume of X, the remaining intrinsic volumes
Vi(X)0≤i≤d−1 depend on the curvature of its boundary. If X is an open set of Rd

bounded by a hypersurface, denote by (κi(x))1≤i≤d−1 its principal curvatures at
x ∈ ∂X. Then, for all 0 ≤ i ≤ d− 1:

Vi(X) =
1

(d− i)ωd−i

∫
∂X

Σd−i−1(κ1, . . . , κd−1)dω(x)

where Σi is the elementary symmetric polynomial in d − 1 variables of degree i,
ωi the i-th volume of the unit ball in dimension i and dω the canonical volume
form of ∂X. In particular, up to multiplicative constants, Vd−1(X) is the area of
∂X, Vd−2(X) is the integral of the mean curvature and V0(X) is the integral of the
Gauss curvature which by the Gauss-Bonnet theorem is the Euler characteristic
χ(X) of X. Similar formulas exist when X is a hypersurface of dimension k, in
which case Vk(X) is a multiple of its area. When X is a convex polytope, the i-th
intrinsic volume is the sum of the volumes of its i-dimensional facets multiplied by
their appropriately normalized exterior cone angle.

The problem of extending the definition of intrinsic volumes to broader classes
of sets was first posed by Milnor [33]. Since then, consistent definitions were
given for Whitney-stratified sets [8], sets in a o-minimal structure [4], and general
unions of sets with positive reach [42] using respectively stratified Morse theory,
o-minimal axioms and geometric measure theory. Fu [24] gave general conditions
for sets to have well-defined intrinsic volumes and showed that those conditions
hold for subanalytic sets. Most of these definitions employ the theory of normal
cycles developed in [41], which uses the theory of currents [23]. In our framework
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we give a definition of intrinsic volumes for offsets of sets with positive µ-reach
without using the language of currents, the µ-reach being a relaxed version of the
reach of Federer [22] (see Definition 2.2).

Previous work Previous results focused mostly on the estimation of the area
Vd−1(X). One approach is to estimate the area by the area of a piecewise lin-
ear recontruction of the data. For example, the tangent complex triangulation
[5] guarantees that this estimator converges to Vd−1(X) at a linear rate in the
Hausdorff distance dH(X,Y ) when X is a smooth submanifold of Rd and Y a
noise-free sample. Using Crofton’s formula, [1] builds an estimator for the surface
area Hd−1(∂X) from a point cloud sample Y and obtains a square-root rate of
convergence O(dH(X,Y )1/2) in the general case. Other works have focused on the
retrieval of curvatures measures, which are local, more informative versions of the
intrinsic volumes. A convergence rate of dH(X,Y )1/2 for the curvature measures
was obtained in [11] under the condition dH(X,Y ) ≤ reach(X). Chazal et al. [14]
obtain the convergence of the curvature measures of Y r to that of Xr at a square
root rate, for any fixed r > 0, where Zr = {x ∈ Rd | dZ(x) ≤ r} is the r-offset of
any subset Z of Rd.

Linear convergence rates were obtained for the estimation of the first intrinsic
volume using persistent homology of height functions and Crofton’s formula. Au-
thors in [16] showed a linear rate of convergence of V1(Y ) to V1(X) with respect
to the Fréchet distance between X and Y when they are both compact surfaces
of R3 or both curves in Rd assuming their total absolute curvature is bounded.
Building on these ideas, Edelsbrunner et al. [21] obtained more recently a linear
rate of convergence for the first intrinsic volume of voxelizations of smooth sets, in
addition to showing the convergence of all intrinsic volumes of spheres voxelized
with ever increasing precision.

Another line of research has focused on non-deterministic geometric inference
from uniform samples of convex sets. Notably, the authors of [7, 36] worked with
convex sets with a Ck boundary, where k ≥ 2. The expected intrinsic volumes of
the convex hull of the sample were shown to converge each to the ideal intrinsic
volume at a rate of CXn

−2/(d+1) where n is the number of sample points and CX
a constant depending on X. It was also proven that this result does not hold with
a mere C1 boundary condition, suggesting that finding an estimator that is robust
to the lack of regularity is difficult.

Contributions In this paper, we define quantities V ε
i (Y ) depending on a pa-

rameter ε, that approach Vi(X) at a linear rate in dH(X,Y ) assuming only mild
regularity conditions on X. This rate is easily seen to be optimal. To the best of
our knowledge, these are the first estimators that come with theoretical guaran-
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tees beyond sets with positive reach. Even for the basic problem of estimating the
boundary area of 3-dimensional object with reach zero, we are not aware of any
other provably correct method.

Theorem (Main Results). Let X,Y be two compact sets of Rd and let µ ∈
(0, 1], ε > 0 be such that dH(X,Y ) ≤ ε ≤ 1

4 reachµ(X). Then we have:∣∣V ε
i (Y )− Vi(X

2ε)
∣∣ ≤ CdK(X2ε)

ε

µ
, (1)

where Cd is a constant depending on d, K(X2ε) := Hd(X2ε) + Hd−1(Nor(X2ε))
and Nor(X2ε) is the unit normal bundle of X2ε.

Further assuming that reach(X) > 0, we prove a linear rate of convergence for
the intrinsic volumes of offsets:∣∣Vi(X)− Vi(X

2ε)
∣∣ ≤ Cd

(
K(X) +K(X2ε)

) ε
µ
. (2)

It is worth noting that the second claim holds even when reach(X) is arbitrarily
smaller than ε, a case for which, to the best of our knowledge, no quantitative
convergence result between the curvatures of X2ε and X was known. We also
conjecture that this claim holds when X is subanalytic. Taken together, the two
claims above provide a way to estimate the intrinsic volumes of an unknown shape
X with positive reach from a Hausdorff approximation Y. From this point of view,
the condition that reach(X) is positive is not restrictive since sets with positive
reach form a dense family of compact subsets for the Hausdorff distance.

A byproduct of our methods is an answer to the second open question asked
by Milnor in [33]: In which sense do X and Y have to be close to guarantee
that their intrinsic volumes are close? It turns out that the existence of a C0-
controlled homotopy equivalence (see [9] for a related notion) is sufficient, assuming
a bound on the volume of the unit normal bundle of both sets. More precisely, say
that X and Y are (ε, δ)-homotopy equivalent if there exist two continuous maps
f : X → Y , g : Y → X such that ||f − Id||∞ ≤ ε, ||g − Id||∞ ≤ ε and such that
there exist homotopies H1 (resp. H2) between f ◦ g and IdY (resp. g ◦ f and IdX)
satisfying ||H1(t, ·)− IdY ||∞ ≤ 2δ (resp. ||H2(t, ·)− IdX ||∞ ≤ 2δ) for all t ∈ [0, 1].

Theorem 1.1. Let X and Y be two compact subsets of Rd with positive reach. If
X and Y are (ε, δ)-homotopy equivalent for ε and δ positive, we have:

|Vi(X)− Vi(Y )| ≤ Cdmax(ε, δ) (K(X) +K(Y )) . (3)

For our inference problem, a naive approach would be to estimate the intrinsic
volumes of X by the intrinsic volumes of small offsets of Y. However, this leads to a
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trade-off between the bias induced by too large offset parameters and the spurious
geometric details that come with small offset parameters. Optimizing this trade-
off yields a sublinear rate of convergence. We use the noise-filtering properties of
persistent homology to improve over this sublinear behavior by studying the inclu-
sion Y ε ⊂ Y 3ε instead, similar to the usual method for estimating Betti numbers
[13, 17]. Our approach uses the principal kinematic formula from integral geom-
etry to express the intrinsic volumes as integrals of certain Euler characteristics.
We then define our persistent intrinsic volumes by replacing these Euler charac-
teristics with persistent Euler characteristics associated with the pair Y ε ⊂ Y 3ε.
A stability theorem for image persistence then allows us to prove a linear rate of
convergence for our estimators.

Outline

• In Section 2, we describe some basic properties of distance functions and we
introduce our regularity conditions.

• In Section 3, we define the intrinsic volumes, and the class of sets admitting a
normal bundle. Geometric measure theory provides the principal kinematic
formula which serves as the link between the topological and geometric
properties of a compact set admitting a normal bundle.

• In Section 4 and Section 5, we give some background on persistent homology
and prove a stability theorem for image persistence modules associated with
sublevel set filtrations of non necessarily smooth functions. We also prove a
bound on the number of bars in an image persistence diagram.

• In Section 6, we state and prove our main results.

• In Section 7, we discuss the computational tractability of persistent intrinsic
volumes and we give a Monte-Carlo based algorithm to approximate them.

2 Distance functions and µ-reach of compact

sets

In this section, we give definitions pertaining to non-smooth analysis and distance
functions [15].

Definition 2.1. Let X ⊂ Rd be a closed set.
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• The distance to X is the map dX : x ∈ Rd 7→ infz∈X ||z − x||. When X = {x}
is a singleton, we write dX = dx to ease notations. We let ∆(X) := dX(0).

• The set of closest points to x in X is denoted by ΓX(x).

• The Clarke gradient of dX at any point x /∈ X is the convex hull of directions
opposite to the closest points to x, see Figure 1.

∂*dX(x) := Conv

({
x− z

||x− z||

∣∣∣ z ∈ ΓX(x)

})
.

Figure 1: Clarke gradient of dX outside of X.

The quantity ∆
(
∂*dX(x)

)
coincides with the norm of the generalized gradient

||∇dX(x)|| defined by Lieutier in [30], which is classically used in the definition of
the µ-reach of a compact set.

Definition 2.2 (Reach and µ-reach of a subset of Rd). Let X ⊂ Rd and µ ∈ (0, 1].
We define the reach and the µ-reach of X by:

• reach(X) := sup {t > 0 | 0 < dX(x) < t =⇒ card ΓX(x) = 1},

• reachµ(X) := sup
{
t > 0 | 0 < dX(x) < t =⇒ ∆(∂*dX(x)) ≥ µ

}
.

The function µ 7→ reachµ(X) is non-increasing, and reach1(X) = reach(X).

We need the following theorem [19] for the specific setting where ϕ equals the
distance function to X. With this choice the theorem yields that for any compact
set X with reachµ(X) > 0, a sufficiently small offset of X deformation retracts to
X itself.
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Theorem 2.3 (Approximate inverse flow of Lipschitz functions). Let ϕ : Rd → R
be a Lipschitz real-valued function and let a < b ∈ R. Assume that:

inf{∆(∂*ϕ(x)) | x ∈ ϕ−1(a, b]} = µ > 0.

Then for every σ > 0, there exists a continuous function

Cσϕ :

{
[0, 1]× ϕ−1(∞, b] → ϕ−1(−∞, b]

(t, x) 7→ Cσϕ (t, x)

such that:

• For any s > t and x such that Cσϕ (s, x) ∈ ϕ−1(a, b], we have:

ϕ(Cσϕ (s, x))− ϕ(Cσϕ (t, x)) ≤ −(s− t)(b− a);

• For any t ∈ [0, 1], x ∈ ϕ−1(∞, a] implies Cσϕ (t, x) = x;

• For any x ∈ ϕ−1(−∞, b], the map s 7→ Cσϕ (s, x) is
b−a
µ−σ -Lipschitz.

In particular, Cσϕ (1, ·) is a deformation retraction between ϕ−1(−∞, a] and

ϕ−1(−∞, b].

3 Intrinsic Volumes and normal bundles

Background on Intrinsic Volumes

Intrinsic volumes of subsets of Rd are geometric quantities of importance in geo-
metric measure theory. They were first defined by Steiner [39] for compact convex
sets and by Weyl [40] for smooth submanifolds. Federer [22] extended their def-
inition to the class of sets with positive reach. Specifically, he proved the tube
formula which states that the volume of small offsets of a set with positive reach
is a polynomial whose coefficients provide a definition for the intrinsic volumes,
generalizing the definitions of Steiner and Weyl:

∀ 0 ≤ r ≤ reach(X), Hd(Xr) =:
d∑
i=0

ωiVd−i(X)ri,

where for any s ≥ 0, Hs denotes the s-Hausdorff measure of Rd. The polynomial
in the right handside is called the Steiner polynomial of X and we denote it by
QX .
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Proposition 3.1 (Properties of intrinsic volumes). Let X,Y ⊂ Rd be two sets
of positive reach. The intrinsic volumes Vi satisfy the following properties for all
0 ≤ i ≤ d:

(Isometry Invariance) For any isometry g : Rd → Rd, X and g(X) have the
same intrinsic volumes.

(Hausdorff Continuity) The restriction of Vi to the class of convex subsets of
Rd is continuous in the Hausdorff metric;

(Additivity) If both X ∪ Y and X ∩ Y have positive reach, we have:

Vi(X ∪ Y ) + Vi(X ∩ Y ) = Vi(X) + Vi(Y ).

The celebrated Hadwiger theorem [26, 29] states that intrinsic volumes form a
basis of the functionals satisfying these three properties over the class of compact
convex subsets of Rd. The additivity property allows in particular to extend
the definition of intrinsic volumes to e.g finite unions of convex sets, using the
inclusion-exclusion principle.

The principal kinematic formula provides an extension of the tube formula
when the offset parameter goes beyond the reach:

Theorem 3.2 (Particular case of the Principal Kinematic Formula). Let X ⊂ Rd

be a compact set with positive reach. Then for any r > 0,∫
Rd

χ(X ∩B(x, r))dx = QX(r).

Intrinsic volumes have been extended to other classes of sets while preserving
the properties and results listed above, notably the class subanalytic sets [24], the
UPR class i.e generic unions of sets with positive reach [42] and the WDC class
[25]. We will use another extension of intrinsic volumes, namely to the class of
sets admitting a normal bundle, which we define in the following section.

Sets admitting a normal bundle

We introduce a class of sets defined so as to contain small tubular neighborhoods
of sets with positive µ-reach for any µ ∈ (0, 1]. We recall [23] that the tangent cone
Tan(X,x) of a set X ⊂ Rd at a point x ∈ X is defined as the cone spanned by the
set of limits of sequences of the form (xn−x)/ ||xn − x|| where xn is a sequence in
X converging to x and not equal to x for all n ∈ N. When X has positive reach,
the normal cone of X at x is Nor(X,x) := Tan(X,x)o where for any set S ⊂ Rd,
its dual cone is So := {u ∈ Rd | ⟨u, v⟩ ≤ 0, ∀ v ∈ S}.
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Definition 3.3 (Sets admitting a normal bundle). Let X ⊂ Rd. When ¬X :=

Rd \X has positive reach and is a Lipschitz domain, define

Nor(X,x) := −Nor(¬X,x).

This definition is consistent in case both X,¬X have positive reach. If either
reach(X) > 0 or both reach(¬X) > 0 and X is a Lipschitz domain, we say that X
admits a normal bundle Nor(X) with

Nor(X) :=
⋃
x∈∂X

{x} × (Nor(X,x) ∩ Sd−1).

The pair (x, n) ∈ Nor(X) is said to be regular when Tan(Nor(X), (x, n)) is a
(d − 1)-dimensional vector space. The structure of the tangent spaces of Nor(X)
at regular pairs defines pointwise principal curvatures. They are essentially a
generalization of the classical principal curvatures from submanifolds of Rd to
sets admitting a normal bundle, allowing to consider integrals of curvatures (see
Definition 3.5) for non-smooth sets.

Proposition 3.4 (Tangent spaces of normal bundles [34]). Let X be a compact
subset of Rd admitting a normal bundle Nor(X). Then pairs in Nor(X) are Hd−1-
almost all regular, and for any regular pair (x, n) ∈ Nor(X), there exist:

• A family κ1, . . . , κd−1 in R∪{∞} called principal curvatures of X at (x, n);

• A family b1, . . . , bd−1 ∈ Rd of vectors orthogonal to n called principal direc-

tions at (x, n), such that the family

(
1√

1+κi
2 bi,

κi√
1+κ2i

bi

)
1≤i≤d−1

forms an

orthonormal basis of Tan(Nor(X), (x, n)).

Principal curvatures κi = κi(x, n) are unique up to permutations. When
reach(X) > 0, every principal curvature κi is larger than − reach(X)−1.

Moreover, assume that ∂X is a C1,1 hypersurface, i.e there exists a locally Lip-
schitz Gauss map x 7→ n(x) of outward pointing normals. Then n is differentiable
Hd−1-almost everywhere and at every point x where it is differentiable the multiset
of principal curvatures at (x, n(x)) coincide with the multiset of eigenvalues of the
differential of n, i.e the classical principal curvatures.

We are now able to define the R-curvature mass of a set admitting a normal
bundle. This quantity will appear in the explicit convergence bounds of our main
results.
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Definition 3.5 (R-curvature mass of a compact set admitting a normal bundle).
Let X ⊂ Rd be a compact subset of Rd admitting a normal bundle and let R > 0.
The R-curvature mass of X is defined by:

MR(X) :=

∫ R

0

∫
Nor(X)

d−1∏
i=1

|1 + tκi(x, n)|√
1 + κi(x, n)2

dHd−1(x, n) dt.

Proposition 3.6 (R-Curvature mass of a set with smooth boundary). When X
has a C1,1 (d− 1)-hypersurface as boundary, this quantity can be expressed as an
integral over ∂X with its volume form dω∂X inherited from the canonical volume
form of Rd:

MR(X) =

∫ R

0

∫
∂X

d−1∏
i=1

|1 + tκi| dω∂X dt.

Proof. If ∂X is smooth (or at least C1,1) we obtain the equality with the definition
by applying the change of variable with the bijective map (x, n(x)) 7→ x whose
Jacobian is

∏d−1
i=1

1√
1+κ2i (x)

.

Proposition 3.7 (Bounds on MR(X)). Let X admit a normal bundle.
If R ≤ reach(X), we have:

MR(X) =
d∑
i=1

RiωiVd−i(X). (4)

For any R > 0, we have:

MR(X) ≤ CR(d)Hd−1(Nor(X)), (5)

where

CR(d) :=

∫ R

0
(1 + t2)

d−1
2 dt.

Proof. The equality comes from the fact that for any 0 ≤ t < reach(X),
1 + tκi ≥ 0 and thus the coefficient in front of ti−1 integrates over Nor(X) to
iVd−i(X)ωi for any 1 ≤ i ≤ d. The inequality comes from the elementary fact

that |1+tx|√
1+x2

≤
√
1 + t2 for any t, x ∈ R.

When X is a Lipschitz domain and admits a normal bundle, the work of Rataj
& Zähle [35, Theorem 9.35] allows us to define the intrinsic volumes through the
principal kinematic formula:
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Proposition 3.8. Let X be a set admitting a normal bundle. The quantity

QX(r) =

∫
Rd

χ(X ∩B(x, r)) dx

is a polynomial of degree d in r. We call this polynomial the Steiner polynomial
of X and define the intrinsic volumes of X from its coefficients as in the positive
reach case.

Offsets of possibly irregular sets often admit a normal bundle. Indeed, for every
0 < t < reachµ(X) we know that ¬(Xt) is a Lipschitz domain with positive reach
[10], showing that Xt admits a normal bundle. When X is a subanalytic subset of
Rd all but a finite number of offsets Xt have a positive µ-reach for some µ ∈ (0, 1],
see [24]. As a consequence, all but a finite number of offsets of a subanalytic set
admit a normal bundle.

4 Basics in persistent homology

This section gives a summary of the classical notions of persistence theory so as
to make the paper more self-contained. Further information about this topic can
be found in [12].

Definition 4.1 (Persistence modules). Let K1 be a field . A persistence module
M is a functor R → VectK, that is a collection of vector spaces (Mt)t∈R and maps
ϕts : Ms → Mt for any s ≤ t ∈ R, such that ϕut ◦ ϕts = ϕus for any ordered triple
s ≤ t ≤ u in R.

We say that a persistence module is pointwise finite dimensional when
dim(Mt) <∞ for all t ∈ R. Such modules admit the following structure theorem:

Proposition 4.2 (Interval decomposition of persistence modules). Given an in-
terval I ⊂ R, 1I is the persistence module defined by

(1I)t :=

{
K when t ∈ I
0 otherwise

and such that the linear maps between (1I)s → (1I)t are the identity when s < t ∈
I. Let M be a pointwise finite dimensional persistence module. Then there exists
a multiset I of intervals of R such that:

M =
⊕
I∈I

1I .

1The results in this paper do not depend on the choice of the field K.
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The persistence diagram dgm(M) associated to the persistence module M is
the multiset of R2 whose coordinates are the bounds the intervals decomposing M :

dgm(M) :=
⊔
I∈I

{(inf I, sup I)}.

There exists a natural distance over the space of persistence modules:

Definition 4.3 (Morphisms, δ-interleavings and interleaving distance). Let M,N
be two persistence modules and let δ ≥ 0.

• M δ denotes the persistence module (Mt+δ)t∈R, i.e M shifted by δ.

• A morphism j between two persistence modules N and M is a natural trans-
formation between functors, i.e a collection of linear maps (jt)t∈R : Nt →Mt

such that the left diagram in Figure 2 commutes.

• The modules N andM are δ-interleaved when there exist two morphisms u, v
respectively from M to N δ and from N to M δ such that the right diagram
in Figure 2 commutes.

• The interleaving distance between M and N is defined as:

dI(M,N) := inf{δ ∈ R+ | M and N are δ-interleaved}.

Ms Mt Ms Ms+δ Ms+2δ

Ns Nt Ns Ns+δ Ns+2δ

js jt
vs

us

vs+δ

us+δ

Figure 2: Commutative diagrams in the definition of morphisms (left) and
δ-interleaving (right).

Definition 4.4 (Bottleneck distance). A δ-matching between two persistence dia-
grams D,D′ is a bijective map γ : C → C ′, between subsets of D,D′ such that for
any c ∈ C, ||γ(c)− c||∞ ≤ ε, and such that for any (a, b) ∈ (D \ C) ∪ (D′ \ C ′),
|a− b| ≤ ε.

The bottleneck distance between two diagrams D,D′ is defined as:

dB(D,D
′) := inf{δ | There exists a δ-matching between D and D′}.
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Theorem 4.5 (Isometry theorem). For any pair of persistence modules M,N, we
have:

dI(M,N) = dB(dgm(M), dgm(N)).

5 Image Persistence

Definition 5.1 (Image Persistence). Let M,N be two persistence modules and
f :M → N be a morphism between them. The image persistence module im f is
the persistence module with vector space (im f)t = f(Mt) at value t ∈ R and whose
connecting maps (im f)a → (im f)b are the restrictions of Na → Nb to (im f)a for
every pair a ≤ b ∈ R.

We will only deal with image persistence modules arising in the following sit-
uation. Let ϕ : Rd → R and A ⊂ B ⊂ Rd. For every a ∈ R, there is an inclusion

A ∩ ϕ−1(−∞, a] = Aa Ba = B ∩ ϕ−1(−∞, a],ιa

which yields for every dimension 0 ≤ j ≤ d a morphism of persistence modules ι•j :

ι•j : Hj(A•) → Hj(B•).

We write dgm(ϕ,A,B) =
⊔d
j=0 dgm(im ι•j ) for the persistence diagram obtained

by taking the direct sum of the homology induced modules in every dimension.
Its Euler characteristic χ(dgm(ϕ,A,B)(r)) is the alternating sum of the ranks of
ι•j at filtration value r.

We are now in position to prove a stability theorem for image persistence
modules associated with sublevel set filtrations of locally Lipschitz functions.

Theorem 5.2 (Image persistence stability theorem). Let h, h̃ : Rd → R be two
real-valued function such that ∥h − h̃∥∞ ≤ ε and f : Rd → R be a κ-Lipschitz
function. Denote X̃a = h̃−1(−∞, a] and Xa = h−1(−∞, a]. Suppose that there
exists µ > 0 such that on X2ε \X−2ε, h is locally Lipschitz and ∆(∂*h(x)) ≥ µ.
Then we have:

dB(dgm(f, X̃−ε, X̃ε), dgm(f|X)) ≤
2κε

µ
. (6)

Proof. This is an extension of the stability theorem for noisy domains from [18] to
Lipschitz functions. We adapt this proof to our setting using approximate inverse
flows of Lipschitz functions obtained in Theorem 2.3. For any σ > 0, take Cσ(·, ·)
a continuous deformation retraction between X2ε and X given by Theorem 2.3.
Let x ∈ X2ε. Each trajectory Cσ(·, x) is 2ε

µ−σ -Lipschitz and needs at most time 1
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to send x to X. For every a ∈ R, Cσ(1, ·) : X2ε
a → Xa+c is a continuous map with

c := 2κε
µ−σ . With the same reasoning we obtain a continuous map Xa → X−2ε

a+c . The
homotopies induced by the flows yield the following commutative diagram, where
the vertical and horizontal maps are induced by inclusions:

H∗(X
2ε
a ) H∗(X

2ε
a+c) H∗(X

2ε
a+2c)

H∗(X̃
ε
a) H∗(X̃

ε
a+c) H∗(X̃

ε
a+2c)

H∗(Xa) H∗(Xa+c) H∗(Xa+2c)

H∗(X̃
−ε
a ) H∗(X̃

−ε
a+c) H∗(X̃

−ε
a+2c)

H∗(X
−2ε
a ) H∗(X

−2ε
a+c ) H∗(X

−2ε
a+2c)

As in [18], the two colored arrow paths provide interleavings showing that, for
every σ ∈ (0, µ):

dB(dgm(f, X̃−ε, X̃ε), dgm(f|X)) ≤
2κε

µ− σ
.

Now let X,Y be two compact sets of Rd and f = dx : z 7→ ||z − x|| be the
distance function to any point x. Applying the previous theorem with h = dX+2ε,
h̃ = dY + 2ε yields the following corollary:

Corollary 5.3 (Image stability theorem for compact sets). Let µ ∈ (0, 1], ε > 0
and X,Y be two compact subsets of Rd such that dH(X,Y ) ≤ ε ≤ 1

4 reachµ(X).
Then for any x ∈ Rd,

dB(dgm(dx, Y
ε, Y 3ε),dgm(dx|X2ε )) ≤

2ε

µ
. (7)

Now we use results from Bauer & Lesnick [2] to show that a persistence module
sandwiched between two persistence modules cannot be smaller in a certain sense
than the image persistence module. We formalize that by saying that a persistence
diagram D′ injects into another persistence diagram D when there is an injective
map ϕ : D′ → D such that ϕ((a′, b′)) = (a, b) with a ≤ a′ and b′ ≤ b for all (a′, b′)
in D′.
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Theorem 5.4 (Interleaving of bars in image persistence). Let A,B,C be persistent
modules that are decomposable into intervals. Let furthermore be φ,ψ morphisms
of persistent modules and write j = ψ ◦ φ:

A B C
φ

j

ψ

Then dgm(im j) injects into dgm(B). In particular, if B has a finite decom-
position in intervals, then so does im j.

Proof. The morphisms of persistence modules im(φ) → B, im(φ) → im(j) are re-
spectively monomorphism and an epimorphism of persistence modules. By Lemma
4.2 in [2], we know that there exist injections of barcodes dgm(im φ) ↪→ dgm(B)
and dgm(im j) ↪→ dgm(im φ) respectively extending the intervals to the left and
to the right.

Remark 5.5. For a persistence diagram D and for two real numbers a < b, define
N b
a(D) to be the total number of bars of D intersecting with [a, b]. The theorem

above implies that, with the same notations, N b
a(dgm(im j)) ≤ N b

a(dgm(B)). This
is a generalization to persistence modules of the fact that the rank of a linear map
cannot exceed the dimension of a vector space it factors through.

6 Persistent Intrinsic Volumes

In this section, we define the persistent intrinsic volumes V ε,R
i (Y ), where ε,R are

positive numbers, and state our main results.

Definition 6.1 (Persistent Intrinsic Volumes). Let Y ⊂ Rd be closed, x ∈ Rd and
ε ≥ 0. We let Dε,x

Y := dgm(dx, Y
ε, Y 3ε). When ε = 0, we write Dx

Y := dgm(dx|Y ).

• The persistent Steiner function QεY is defined by:

QεY (r) :=

∫
x∈Rd

χ(Dε,x
Y (r))dx.

• Given R > 0, the persistent Steiner polynomial is the orthogonal projection
of QεY restricted to [0, R] on the space of polynomials of degree at most d for
the scalar product of L2 ([0, R]).

• Writing the persistent Steiner polynomial as
∑d

i=0 ωiV
ε,R
d−i (Y )ri, the

rescaled coefficients (V ε,R
i (Y ))0≤i≤d are the persistent intrinsic volumes of

Y .

15



Remark 6.2 (Persistent intrinsic volumes are well-defined). When Y is compact
and ε is positive, one can always find a finite simplicial complex C such that
Y ε ⊂ C ⊂ Y 3ε. By Theorem 5.4 the diagrams Dε,x

Y inject into Dx
C for every x,

implying that their size is bounded by the number of simplices of C. In particular,
the persistent Steiner function is locally bounded, and persistent intrinsic volumes
are well-defined without any regularity condition on Y .

The following is an immediate consequence of Corollary 5.3 and Theorem 5.4.

Proposition 6.3 (Diagram approximation). Let X,Y be compact subsets of Rd

and ε, µ > 0 be such that dH(X,Y ) ≤ ε ≤ 1
4 reachµ(X). For all x ∈ Rd, we have:

• dB(D
ε,x
Y , Dx

X2ε) ≤ 2ε
µ ;

• Dε,x
Y injects into Dx

X2ε.

The next lemma bounds the average difference of the Euler characteristics of
close persistent diagrams.

Lemma 6.4 (χ-averaging lemma). Let D,D′ be two homology persistent diagrams
with dB(D,D

′) ≤ ε. Then for any a < b ∈ R we have:∫ b

a

∣∣χ(D(t))− χ(D′(t))
∣∣ dt ≤ 2ε(N b

a(D) +N b
a(D

′)). (8)

If D′ injects into D, we have:∫ b

a

∣∣χ(D(t))− χ(D′(t))
∣∣ dt ≤ 2εN b

a(D). (9)

Proof. The first inequality is a slight extension of an argument obtained in [16].
Let Ii (resp. I ′

i) be the set of intervals of the decomposition of D (resp. D′) in
dimension i. We have:

χ(D(t)) =
d∑
i=0

(−1)i
∑
Ii∈Ii

1Ii(t).

Let γ be an ε-matching between D and D′. Define Ci and C
′
i to be the respective

largest subsets of Ii and I ′
i matched bijectively by γ. We have:∫ b

a

∣∣χ(D(t))− χ(D′(t))
∣∣ dt ≤ d∑

i=0

( ∑
Ii∈Ci

∫ b

a

∣∣1Ii −1γ(Ii)
∣∣dt

+
∑

Ii∈Ii\Ci

∫ b

a
1Ii(t) dt+

∑
I′i∈I′

i\C′
i

∫ b

a
1I′i(t) dt

)
.
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Since γ is an ε-matching, each of these integrals is bounded by 2ε. Now for the first
term in the right-hand side, the support of the map

∣∣1Ii −1γ(Ii)
∣∣ is included in Ii∪

γ(Ii), meaning that its integral over [a, b] vanishes if none of these intervals intersect
with (a, b). As for the remaining terms, only intervals intersecting with [a, b]
contribute to the sum. Overall, there is as most one non-vanishing contribution per
interval in D∪D′ whose intersection with (a, b) is non-empty, and no contribution
otherwise. The total number of non-vanishing integrals is bounded by N b

a(D) +
N b
a(D

′).
In case D′ injects into D, there is a ε-matching such that C ′

i = I ′
i and such that

γ(Ii) ⊂ Ii for every interval Ii of D, meaning there is at most one non-vanishing
contribution per interval of D whose intersection with (a, b) is non-empty, leading
to the desired bound 2εN b

a(D).

We use the previous lemmas to establish a linear rate of convergence of QεY to
QX2ε over [0, R] for any positive real R.

Theorem 6.5 (Estimating the Steiner polynomial in the L1 norm). Let X,Y ⊂ Rd

be compact sets and ε, µ > 0 be such that dH(X,Y ) ≤ ε ≤ 1
4 reachµ(X). Then we

have:

||QεY −QX2ε ||L1([0,R]) ≤
4ε

µ

∫
Rd

NR
0 (Dx

X2ε)dx. (10)

Proof. The result is an immediate consequence of Proposition 6.3 along with the
second case in Lemma 6.4.

The next lemma relates the bound of Theorem 6.7 to the R-curvature mass of
X2ε.

Lemma 6.6 (Number of critical points of dx). Let X ⊂ Rd be a compact set
and ε, µ > 0 be such that 0 < 2ε < reachµ(X). For any R > 0, define πX2ε,R :
Nor(X2ε)× [0, R] → Rd, (y, n, t) 7→ y + tn.
Then Hd-almost everywhere in x,

• card π−1
X2ε,R

(x) is finite;

• NR
0 (Dx

X2ε) ≤ 1X2ε(x) + card π−1
X2ε,R

(x).

Moreover, we have: ∫
Rd

NR
0 (Dx

X2ε) dx ≤ Vol(X2ε) +MR(X
2ε).
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Proof. The map πX2ε,R is Lipschitz map between two rectifiable sets of dimension
d. By the coarea formula of Federer [23, Theorem 3.2.22], denoting by JdπX2ε,R

the d-dimensional Jacobian of πX2ε,R, we have:∫
Rd

card π−1
X2ε,R

(x) dx =

∫
Nor(X2ε)×[0,R]

JdπX2ε,R(y, n, t) dHd(y, n, t). (11)

Since πX2ε,R is Lipschitz on the compact set Nor(X2ε) × [0, R], this quantity has

to be finite, yielding the finiteness of card π−1
X2ε,R

(x) almost everywhere.

Let x ∈ Rd and let X2ε
t := X2ε ∩ d−1

x (−∞, t] be the
√
t-sublevel sets of

fx := d2x|X2ε
. When t < 0, the set X2ε

t is empty. When t = 0, this set is ei-

ther a point when x ∈ X2ε, or empty. The function fx : X2ε → R cannot be Morse
in the classical sense of Milnor [32] as X2ε is not a submanifold of Rd. Nevertheless
by the µ-reach assumption, X2ε is an offset of X at a regular value of its distance
function, a setting to which the generalized Morse theory of [19] applies. Specifi-
cally, if fx is a Morse function in the sense of [19], the changes in homology of the
filtration (X2ε

t )t>0 happen at the square roots of the critical values of fx and there
is exactly one homology change per critical point of this map. The number of bars
of a persistent homology diagram of a Morse function is bounded by its number
of critical points and we have:

NR
0 (Dx

X2ε) ≤ 1X2ε(x) + card
{
Critical points of fx with distance to x in (0, R]

}
.

(12)
We prove that the set of points x in Rd such that fx is a Morse function in the

sense of this generalized Morse theory has full Lebesgue measure, and we relate the
number of critical points of fx to the map πX2ε,R. Following [19, Definition 2.5],
a point z ̸= x is a critical point for fx with value in (0, R2] if and only if the pair(
z, z−x

||z−x||

)
=: (z, n) belongs to the normal bundle Nor(X2ε) and ||x− z|| ≤ R, that

is, when (z, n, ||x− z||) ∈ π−1
X2ε,R

(x). In case fx is Morse, the previous inequality
becomes:

NR
0 (Dx

X2ε) ≤ 1X2ε(x) + card π−1
X2ε,R

(x). (13)

We shall prove that Hd-almost everywhere in x, the critical points of fx are
non-degenerate. Let M be the set of points x such that π−1

X2ε,R
(x) is infi-

nite and let Bad(X2ε) be the set of non-regular pairs of Nor(X2ε). The set
reg(X2ε) := Rd \ (M ∪ πX2ε,R(BadX2ε) ∪ ∂X2ε) has full Lebesgue measure.

Take x ∈ reg(X2ε) and let (bi)1≤i≤m be an orthonormal basis of prin-

cipal directions of Tan
(
Nor(X2ε),

(
z, z−x

||z−x||

))
associated with the principal

curvatures (κi)1≤i≤m. Let u =
∑m

i=1 λibi, v =
∑m

i=1 νibi be any pair in
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Tan
(
Nor(X2ε),

(
z, z−x

||z−x||

))
and r = ||z − x||. Following notations from [19,

Definition 2.5], the Hessian of fx at z is:

(H|X2εfx)(z) : (u, v) 7→
m∑
i=1

(2 + 2rκi)λiνi.

This bilinear form is degenerate if and only if r = −1

κ
where κ is a principal

curvature of a point in π−1
X2ε,R

(x). There are at most d distinct principal curvatures,
from which we know that the set

Degen(X2ε) :=

{(
z, n,−1

κ

)∣∣∣∣ (z, n) ∈ Nor(X2ε) is regular,

κ is a principal curvature at (z, n)
}
.

has Hausdorff dimension at most (d− 1). Thus reg(X2ε) \ πX2ε,R(Degen(X2ε)) is
a set of full Lebesgue measure whose elements x satisfy NR

0 (Dx
X2ε) ≤ 1X2ε(x) +

card π−1
X2ε,R

(x).

Now by the structure of tangent spaces (Proposition 3.4) we have:

Jdϕ(x, n, t) =
d−1∏
i=1

|1 + tκi(x, n)|√
1 + κi(x, n)2

.

and thus by the co-area formula Equation (11),∫
Rd

NR
0 (Dx

X2ε) ≤
∫

Rd

(
1X2ε(x) + card π−1

X2ε,R
(x)

)
dx = Vol(X2ε) +MR(X

2ε).

(14)

We are now in position to prove our main theorems.

Theorem 6.7 (Linear convergence of the persistent intrinsic volumes). Let X,Y
be compact subsets of Rd and let ε, µ > 0 be such that dH(X,Y ) ≤ ε ≤ 1

4 reachµ(X).
There exist constants P (i, d) such that for any R > 0, we have:∣∣∣V ε,R

i (Y )− Vi(X
2ε)

∣∣∣ ≤ εP (i, d)

µRi+1

(
Vol(X2ε) +MR(X

2ε)
)
. (15)

Proof. Applying Theorem 6.5 and Lemma 6.6 we obtain for any positive R:

||QεY −QX2ε ||L1([0,R]) ≤
4ε

µ
(Vol(X2ε) +MR(X

2ε)).
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Let i ≤ j and let (Ln)n∈N be the Legendre polynomials on [0, 1]. We obtain after
renormalization and reparametrization an orthonormal basis of the polynomials of
degree at most d on [0, R] formed by the following polynomials:

PRj (X) :=

√
2j + 1

R
Lj

(
X

R

)
.

The fact that ||Li||∞,[0,1] ≤ 1 yields
∣∣∣∣∣∣PRj ∣∣∣∣∣∣

∞,[0,R]
≤

√
2j+1
R for any positive R.

Denoting by ci(P
R
j ) the i-th coefficient of PRj , we have for any i ≤ j:

∣∣ci(PRj )
∣∣ = 1

Ri+
1
2

√
2j + 1

(
j

i

)(
i+ j

i

)
and ci(P

R
j ) = 0 otherwise. Now decomposing QεY in the basis PRj and taking the

coefficient of Xi yields

V ε,R
i (Y ) =

1

ωd−i

∫ R

0

∫
Rd

χ(Dε,x
Y (r))

d∑
j=i

PRj (r)ci(P
R
j ) dx dr.

Since we have ∣∣∣∣PRj ci(PRj )
∣∣∣∣
∞,[0,R]

≤ (2j + 1)

Ri+1

(
j

i

)(
i+ j

i

)
,

we see that:∣∣∣V ε,R
i (Y )− Vi(X

2ε)
∣∣∣ ≤ 1

Ri+1
||QεY −QX2ε ||L1([0,R])

1

ωd−i

d∑
j=i

(2j + 1)

(
j

i

)(
i+ j

i

)
.

We now obtain the desired inequality by applying Lemma 6.6 and Theorem 6.5
and putting

P (i, d) :=
4

ωd−i

d∑
j=i

(2j + 1)

(
j

i

)(
i+ j

i

)
.

Remark 6.8. Our approach consists in bounding the L1 norm of QεY − QX2ε

(Theorem 6.5 and Lemma 6.6):

||QεY −QX2ε ||L1([0,R]) ≤
4ε

µ

(
Vol(X2ε) +MR(X

2ε)
)

and retrieving quantities that are close to the rescaled coefficients (Vi(X
2ε))0≤i≤d of

the polynomial QX2ε from the persistent Steiner function QεY , which is in L2([0, R])
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but is not a priori a polynomial. We chose in Definition 6.1 the rescaled coeffi-
cients V ε,R

i (Y ) of its orthogonal projection on the space Rd[X] of polynomials of
degree at most d. From this definition and from the explicit formulas for Legendre
polynomials (see the proof of Theorem 6.7) we obtain:∣∣∣V ε,R

i (Y )− Vi(X
2ε)

∣∣∣ ≤ P (i, d)

4Ri+1
||QεY −QX2ε ||L1([0,R]) . (16)

Taking the i-th coefficients of orthogonal projections is one way to build linear
forms ϕRi,d : L2([0, R]) → R such that, restricted to the space Rd[X] of polyno-

mials with degree at most d, ϕRi,d is the map
∑

0≤j≤d ajX
j 7→ ai. In fine we

defined V ε,R
i (Y ) as ϕRi,d(Q

ε
Y )/ωd−i. By Equation (16) the linear forms ϕRi,d are

ωd−iP (i, d)/4R
i+1-Lipschitz for the L1 norm over [0, R]. The bound we infer on

V ε,R
i (Y )−Vi(X2ε) from ||QεY −QX2ε ||L1([0,R]) comes from a bound on the Lipschitz

constant of ϕRi,d obtained using Legendre polynomials. Yet, by the Hahn-Banach

extension theorem, the best Lipschitz constant possible for a linear form ϕRi,d whose
restriction to Rd[X] is the i-th coefficient map is exactly the Lipschitz constant of
(ϕRi,d)|Rd[X] which we denote by lRi,d. When i = d ≥ 0 by classical work in optimiza-
tion (e.g [37, 4.9, p. 117]), we have:

lRd,d =
4d

Rd+1
≤ (2d+ 1)

Rd+1

(
2d

d

)
where the right handside is the bound on the Lipschitz constant we explicitly ob-
tained by the Legendre polynomials method. This shows that there exist alternate
ways of defining the persistent intrinsic volumes from the persistent Steiner func-
tion that lead to a strictly better bound than the one in Theorem 6.7.

Theorem 6.9 (Convergence of the intrinsic volumes of an offset). Let X ⊂ Rd

and µ, ε > 0 be such that ε < 1
2 reachµ(X). If reach(X) > 0, we have:

∣∣Vi(X)− Vi(X
2ε)

∣∣ ≤ εP (i, d)

µRi+1

(
Vol(X) + Vol(X2ε) +MR(X) +MR(X

2ε)
)
.

When X is subanalytic, this inequality holds when we replace MR(X) by
lim inf
r→0

MR(X
r).

Proof. Let x ∈ Rd and δ > 0. For any sufficiently small σ > 0, set c = 2ε−δ
µ−σ .

By the µ-reach hypothesis, there exists a continuous flow between X2ε and Xδ

which is c-Lipschitz in the time parameter thanks to Theorem 2.3. This yields the
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following commutative diagram:

H∗(X
2ε
a ) H∗(X

2ε
a+c) H∗(X

2ε
a+2c)

H∗(X
δ
a) H∗(X

δ
a+c) H∗(X

δ
a+c)

This gives a 2ε−δ
µ−σ interleaving between the two persistence modules, which implies

dB(D
x
X2ε , D

x
Xδ) ≤ 2ε

µ by letting σ go to zero. Using the same reasoning as in the
proof of Theorem 6.7, except that we have to use the first inequality of Lemma 6.4
since a priori there is no injection between the two diagrams Dx

X and Dx
X2ε , we

get for any positive R:∣∣∣Vi(X2ε)− Vi(X
δ)
∣∣∣ ≤ εP (i, d)

µRi+1

∫
Rd

(NR
0 (Dx

X2ε) +NR
0 (Dx

Xδ)) dx. (17)

By Lemma 6.6:∣∣∣Vi(X2ε)− Vi(X
δ)
∣∣∣ ≤ εP (i, d)

µRi+1

(
Vol(X2ε) +MR(X

2ε) + Vol(Xδ) +MR(X
δ)
)
.

(18)
We already know that Vol(Xδ) converges to Vol(X). Let us prove the first state-
ment and assume that reach(X) > 0. By the tube formula, the intrinsic volumes
of Xδ are the (scaled) coefficients of the Steiner polynomial of X translated by δ,
and thus Vi(X

δ) converges to Vi(X) when δ goes to zero. We are left to prove that
limδ→0MR(X

δ) = MR(X) to obtain the desired inequality. If 0 ≤ δ < reach(X),
writing hδ : (x, n) 7→ (x+ δn, n), we have:

Nor(Xδ) =
⋃

(x,n)∈Nor(X)

{x+ δn} × {n} = hδ(Nor(X)).

Denoting by κi(z, n) the principal curvatures of X at a regular pair (z, n) of X
and κδ,i(z

′, n′) the principal curvatures of Xδ at a regular pair (z′, n′) of Nor(Xδ),
we have:

κδ,i(z + δn, n) = fδ(κi(z, n)),

where fδ(s) = s
1+δs . Since κi(x, n) ≥ − 1

reach(X) the quantities fδ(κi(x, n)) are

well-defined for any δ < reach(X). The change of variable formula yields for any
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positive t:

MR(A
δ) =

∫
Nor(Aδ)

d−1∏
i=1

|1 + tκδ,i|√
1 + κ2i,δ

dHd−1(x, n)

=

∫
Nor(A)

Jd−1(hδ)
d−1∏
i=1

|1 + tfδ(κi)|√
1 + fδ(κi)2

dHd−1(x, n).

Since hδ − Id is δ-Lipschitz, we have

(1− δ)d−1 ≤ Jd−1(hδ(x, n)) ≤ (1 + δ)d−1.

Hence, as δ tends to 0, Jd−1hδ tends to 1 and fδ(κ) tend to κ for all κ ∈ R.
Lebesgue dominated convergence theorem gives:

lim
δ→0

MR(X
δ) =

∫ R

0

∫
Nor(A)

d−1∏
i=1

|1 + tκi|√
1 + κ2i

dHd−1(x, n) dt

=MR(X).

For the second claim, assuming X is subanalytic, we make use of the theory
of normal cycles of subanalytic sets developed in [24]. The function dX is a sub-
analytic aura of X and as such we have convergence of the normal cycles NXδ

of Xδ to that of X for the flat norm as δ tends to 0. In particular, as intrinsic
volumes are the normal cycles integrated against Lipschitz-Killing forms, we have
for every 0 ≤ i ≤ d− 1, lim

δ→0
Vi(X

δ) = Vi(X) and the last claim is a consequence of

Equation (18) as δ tends to 0.

Combining Theorem 6.9 and Theorem 6.7 gives us a way to estimate Vi(X)
from Y :

Corollary 6.10 (Linear rate of approximation for the intrinsic volumes).
Let X,Y ⊂ Rd and µ, ε > 0 be such that dH(X,Y ) ≤ ε < 1

4 reachµ(X). If
reach(X) > 0, we have:∣∣∣Vi(X)− V ε,R

i (Y )
∣∣∣ ≤ εP (i, d)

µRi+1

(
Vol(X) + 2Vol(X2ε) +MR(X) + 2MR(X

2ε)
)
.

(19)

We prove Theorem 1.1 using similar methods as before, except that the inter-
leavings between persistence modules stem from the existence of a (ε, δ)-homotopy
equivalence.
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Proof of Theorem 1.1. Let x be any point of Rd and let Ma := M ∩ B(x, a) for
any subset M of Rd and a ∈ R. The map H1 : [0, 1] × Y → Y is a homotopy
between f ◦g and IdY , and by assumption its restriction to Ya is a continuous map
Ha

1 : [0, 1]× Ya → Ya+2δ. This yields a homotopy between f ◦ g : Ya → Ya+2δ and
the inclusion Ya ↪−→ Ya+2δ. Letting δ

′ be a positive real such that 2ε+2δ′ ≥ 2δ, we
obtain this commutative diagram of continuous maps:

Xa+ε Xa+ε+δ′

Ya Ya+2ε+δ′ Ya+2ε+2δ′

g

ψ
f

ϕ

Since the same holds symmetrically for Ha
2 , we can apply the homology functor to

obtain the following commutative diagram thanks to the homotopy between ψ ◦ ϕ
(resp. ϕ ◦ ψ) and the inclusion Ya ↪−→ Ya+2ε+2δ′ (resp. Xa ↪−→ Xa+2ε+2δ′):

H∗(Xa) H∗ (Xa+ε+δ′) H∗ (Xa+2ε+2δ′)

H∗(Ya) H∗ (Ya+ε+δ′) H∗ (Ya+2ε+2δ′)

Optimizing on δ′, this yields dB(D
x
X , D

x
Y ) ≤ max(ε, δ) for any x ∈ Rd. Now

following the same line of reasoning as the proof of Theorem 6.9, first bounding
the L1 norm of QX−QY , and then retrieving its coefficients, we obtain the bound:

|Vi(X)− Vi(Y )| ≤ max(ε, δ)P (i, d)

Ri+1
(Vol(X) +MR(X) + Vol(Y ) +MR(Y )) .

Remark 6.11. The bounds obtained in Theorem 6.7, Theorem 6.9, Corollary 6.10
and Theorem 1.1 depend on the parameter R and explode when R→ 0 or ∞. While
this is not critical for the asymptotic rate, it could be interesting to find ways of
guessing good values of R a priori. The main results stated in the introduction are
obtained taking R = 1 and using Proposition 3.7.

7 Computing persistent intrinsic volumes

We conclude this paper by discussing how one may compute our estimators in prac-
tice, assuming Y is given as a finite set of points. From the proof of Theorem 6.7
the V ε,R

i (Y ) are given by:

V ε,R
i (Y ) =

∫ R

0

∫
Rd

χ(Dε,x
Y (r))Si,d(r) dx dr,
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where Si,d is a polynomial.
Computing this integral exactly would involve computing a d-dimensional fam-

ily of persistence diagrams, which is computationally daunting. We may however
easily approximate V ε,R

i (Y ) with arbitrary accuracy using a Monte-Carlo method
by sampling points x uniformly in the R-offset of Y and computing the image
persistence diagrams of their distance function dx using e.g [3]. The number of
trials required to reach accuracy δ is of the order of δ−2 times the variance of the

random variable V =

∫ R

0
χ(Dε,x

Y (r))Si,d(r) dr.

The variance of V is bounded by sup |V |2 and we have:

sup |V | ≤ sup
x∈Rd

NR
0 (Dε,x

Y ) sup
r∈[0,R]

RSi,d(r)

that is, a polynomial inR times the maximum size of the image persistence diagram
of dx. Now by Proposition 6.3, the sizes of these image persistence diagrams are
at most the sizes of the persistence diagrams of dx|X2ε .

One situation where we can uniformly bound the size of these diagrams is when
X is a semi-algebraic set, since by Thom-Milnor [31] the number of critical points
of dx|X2ε is bounded by a function of the degrees of the polynomial equalities and
inequalities defining X. Another bound is provided by Remark 6.2. This bound
is pessimistic in general as the smallest simplicial complex sandwiched between
Y ε and Y 3ε may have a large number of simplices, yet one expects the number
of critical points of dx|C to be much smaller on average. We leave more in-depth
investigations of the computational aspects of our method for future work.
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